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Dynamic Request Scheduling Optimization in
Mobile Edge Computing for IoT Applications

Shihong Hu and Guanghui Li

Abstract—In the era of 5G, with the increasing demands
on computation and massive data traffic of the Internet of
Things (IoT), mobile edge computing (MEC) and ultradense
network (UDN) are considered to be two enabling and promising
technologies, which result in the so-called ultradense edge com-
puting (UDEC). Task offloading as an effective solution offers
low latency and flexible computation for mobile users in the
UDEC network. However, the limited computing resources at the
edge clouds and the dynamic demands of mobile users make it
challenging to schedule computing requests to appropriate edge
clouds. To this end, we first formulate the transmitting power
allocation (PA) problem for mobile users to minimize energy
consumption. Using the quasiconvex technique, we address the
PA problem and present a noncooperative game model based
on subgradient (NCGG). Then, we model the problem of joint
request offloading and resource scheduling (JRORS) as a mixed-
integer nonlinear program to minimize the response delay of
requests. The JRORS problem can be divided into two problems,
namely, the request offloading (RO) problem and the comput-
ing resource scheduling (RS) problem. Therefore, we analyze
the JRORS problem as a double decision-making problem and
propose a multiple-objective optimization algorithm based on
i-NSGA-II, referred to as MO-NSGA. The simulation results
show that NCGG can save the transmitting energy consump-
tion and has a good convergence property, and MO-NSGA
outperforms the existing approaches in terms of response rate
and can maintain a good performance in a dynamic UDEC
network.

Index Terms—Internet of Things (IoT), mobile edge comput-
ing (MEC), optimization, resource scheduling (RS), ultradense
network (UDN).

I. INTRODUCTION

W ITH the wide application of wireless communication
technology and the rich variety of sensors, mobile

devices in the Internet of Things (IoT), such as smart cars,
mobile phones, and unmanned aerial vehicles, can access
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the Internet via a cellular network or a low-power wide-
area network, etc. The explosive surge of mobile application
types has placed stringent demands on computation capacity
and real-time processing. A large number of intensive comput-
ing requests are bound to accelerate the energy consumption of
mobile devices and shorten their lifetime. In particular, mobile
AR devices enhance the real world by rendering virtual over-
lays on the user’s field of view based on the understanding
of the surroundings through the camera [1], [2]. However,
most existing AR systems can detect the surfaces but lack
the sufficient computing capacity to detect and classify com-
plex objects in the world. Offloading the computation to the
cloud is challenging due to the stringent requirements on high
accuracy and low latency. To this end, mobile edge com-
puting (MEC) [3] as a promising technology can effectively
overcome the shortcomings of traditional mobile cloud com-
puting. Mobile network operators and cloud service providers
provide rich communication and computing resources at the
edge of the network, including base stations (BSs) and local
wireless access points (APs) in a cooperative manner. Mobile
devices can acquire the computing resources and services at
close proximity to the edge network via high-speed wireless
access networks [4]. In light of this, using edge computing to
offload computation requests brings ultralow latency and flexi-
ble computing for computation-intensive requests from mobile
devices.

A. Motivation

Cisco [5] reported that the global mobile data traffic will
increase sevenfold in the next five years, while the num-
ber of global mobile devices will be 12.3 billion by 2022.
This will make it difficult for mobile devices to access
the network to obtain the computing resources of the edge
clouds. Therefore, the critical problem is how to optimally
schedule the computing resources of MEC to the compet-
ing demands from mobile devices. In recent years, this
problem has been received significant attention, and the exist-
ing works [6]–[9] only considered a request/task can be
offloaded to the edge cloud while the local execution fails
to accomplish the computation. However, these works ignore
the fact that the limited computing resources of the edge
cloud may consume more energy and bring additional delays,
as the offloaded request/task with a large amount of data or
high workload. In addition, Tran and Pompili [10] solved the
joint task offloading and resource allocation problem with
orthogonal frequency-division multiple access (OFDMA) as
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the multiple access scheme. However, mobile devices cannot
use the entire system bandwidth simultaneously to transmit
data in the OFDMA scheme, which may lead to network
congestion and increase the energy consumption of mobile
devices. Mao et al. [11] and Shojafar et al. [12] have stud-
ied the joint computation offloading and resource scheduling
(RS) problem, however, they only considered a single BS (i.e.,
a macro-BS) to provide access services for IoT devices.

To cope with the massive device connections and data traf-
fic, a multibase station collaborative service scenario, an
ultradense network (UDN) [13], [14] under the 5G architec-
ture, has gradually become widely accepted by the mobile
network operators. In a UDN, the mobile network operator
deploys a large number of micro-BSs and macro-BSs to pro-
vide services for mobile devices together. Each micro-BS is
associated with the edge cloud via a local area network, and
the macro-BS is associated with the resource-rich deep cloud
through the Internet. Mobile devices in a UDN can select to
offload computation requests to the macro-BS when the micro-
BSs are not able to process all offloaded requests. A major
limitation in UDN is that each micro-BS with a single edge
cloud providing access services for mobile devices is much
more computationally intensive than macro-BS. Moreover,
for a large number of offloading requests, the limited com-
puting resources at the edge cloud in an edge-computing
system may increase the request–response latency. Therefore,
an appropriate two-way offloading scheme is worth study-
ing. The nonorthogonal multiple access (NOMA) protocol
as a promising radio access technology for 5G system has
attracted extensive attention [15]–[17]. The NOMA allows all
mobile devices to use the entire system bandwidth simulta-
neously to transmit data, but it has problems with multiple
access interference (MAI).

We present a dynamic request scheduling scheme in MEC
for IoT applications using the concept of UDN in this article.
In an ultradense edge computing (UDEC) environment, we
assume that all mobile devices, including vehicles and intelli-
gent terminals, are mobile users. Different from the previous
work, we consider a scenario where computation requests
from mobile users can be offloaded to both macro-BS and
micro-BS. Mobile users in the same zone are supposed to be
associated with the micro-BS that covered the zone, and the
macro-BS is assumed to be associated with all mobile users
in an UDEC network. Due to the demands of requests are
dynamic and the mobility of users, the proposed solution can
be flexible to adapt to the dynamic system. Especially, consid-
ering the MAI among the mobile users in the uplink channel
between users and BSs by applying NOMA, we also propose
an uplink power allocation (PA) algorithm for mobile users to
minimize the transmitting energy consumption.

B. Contribution

In the context of UDN, we consider an UDEC network
consisting of a macro-BS, many micro-BSs, and a large num-
ber of mobile users under the 5G architecture. The multiple
access scheme between users and BSs is the NOMA pro-
tocol. To take full advantage of the benefits of the request

offloading (RO) in the considered system, we should address
several critical challenges. First, the PA problem is challeng-
ing to solve because the interference among different mobile
users affects the uplink rate, which makes the problem un-
convex. Second, the RO decision is hard to make because each
mobile user needs to decide to offload the computing request
to its associated micro-BS or the macro-BS, and the result
of offloading decision directly affects the RS strategy of the
associated micro-BS. Third, the computing RS policy is not
only affected by RO but also influenced by the variability of
the request profiles from mobile users. The main contributions
of this article can be summarized as follows.

1) We formulate a PA problem for mobile users to min-
imize the transmitting energy consumption, and the
PA problem can be addressed using the quasiconvex
technique. Then, we present a noncooperative game
model based on subgradient (NCGG) for PA problem.

2) We model the problem of joint RO and RS (JRORS)
as a mixed-integer nonlinear program to maximize the
system welfare. The JRORS problem can be sepa-
rated into two problems, namely, the RO problem and
the computing RS problem. Therefore, we analyze the
JRORS problem as a double decision-making problem,
which is very complex and involves a tradeoff between
two conflicting objectives.

3) We propose a multiple-objective optimization algorithm
based on i-NSGA-II, referred to as MO-NSGA, to solve
the JRORS problem. The MO-NSGA uses the idea of
nondominated solutions and presents a novel crossover
based on direction, which accelerates the optimization.

4) We conduct extensive experiments to evaluate the
performance of the proposed algorithms. The experi-
mental results show that NCGG can save the transmit-
ting energy compared with other algorithms and have
a good convergence property. The MO-NSGA always
outperforms the existing approaches in terms of response
rate and can maintain a good performance in a dynamic
MEC system.

The remainder of this article is organized as follows. In
Section II, we review the related works. In Section III, we
describe the system model and formulate the problems. We
give a detailed analysis of the problems and present our effi-
cient algorithms in Section IV. Section V shows the results and
discussions of experiments. Finally, we conclude this article
in Section VI.

II. RELATED WORK

The basic idea of the UDN is to make mobile users
close to the BSs, which represents a novel paradigm in
future networks. In recent years, UND has been extensively
studied [18]–[21]. Kamel et al. [19] presented a survey
on UDN, and they compared the recent works on many
research directions, such as interference management, RS,
and propagation modeling. Osseiran et al. [21] discussed
the use of infrastructure densification by UDNs to meet the
high traffic demands, which can increase the capacity and
energy efficiency of radio links and make better use of the
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spectrum. Similarly, López-Pérez et al. [20] brought fur-
ther understanding and analyzed the potential gains of UDN
paradigms. Yu et al. [22] proposed a novel MEC frame-
work in UDNs for IoT applications. In the framework, the
macro-BS is used as the central controller to schedule task
offloading, BS sleeping, and user-base association. The task
engine process is executed on the macro-BS to collect task
information, computing resource information of edge clouds
in micro-BSs, and the network status. To improve the sta-
bility of the association and the energy efficiency of the
system, Ma et al. [23] introduced an efficient user associa-
tion scheme using robust optimization. Therefore, we adopt
a UDN architecture in MEC network considering the advan-
tages of UDN in the rich capacity of radio links for mobile
users.

Considerable researches have been devoted to task offload-
ing and resource allocation in the MEC network [24]–[30].
Bahreini et al. [31] developed an auction-based scheme that
allocates and prices the edge resources in the MEC network.
Mobile users with heterogeneous demands place bids to com-
pete for the resources of the edge cloud. By combining the
features of both positions and combinatorial auctions, the
proposed scheme efficiently handles the resource allocation
problem. Similarly, using an auction theory, the work in [28]
proposed a two-time scale scheme to allocate the comput-
ing and communication resources in the hierarchical MEC
network. The authors established the profit of the system by
offering resources to mobile users, to formulate the auction-
based model aiming at maximizing the system profit. However,
both [28] and [31] did not consider the computation associa-
tion of mobile users; they all assumed that the computation
from mobile users had been offloaded to the appropriate
edge cloud. Tran and Pompili [10] formulated the problem
involved jointly optimizing the task offloading policy, trans-
mitting power of mobile users, and the resource allocation
at the edge servers. They decomposed the problem into two
independent problems, including resource allocation and task
offloading. Using the quasiconvex and convex techniques,
they addressed the problems efficiently. Misra and Saha [32]
proposed a task offloading scheme for IoT applications in
soft-defined access networks, where devices are connected to
edge clouds by multihop paths. They developed the dynamic
task offloading problem as a nonlinear optimization program
under the constraints of IoT devices and dynamic network
status. To address the problem, they adopted the lineariza-
tion approach to transform the problem into an integer linear
program. The proposed greedy solution can reduce the aver-
age delay and energy consumption efficiently. However, the
existing task offloading schemes did not consider the dynamic
network status in the MEC system.

In recent years, the task offloading problem in a UDEC
network has attracted wide attention. Chen and Hao [7] for-
mulated the task offloading problem for a UDEC network
to minimize the delay while reducing the energy consump-
tion of mobile users. They proposed an innovative framework
for task offloading, by deploying controller at macro-BS
to obtain the global information about mobile users, BSs,
and tasks. Guo et al. [33] presented a definition for the

Fig. 1. System model.

computation offloading problem for a UDEC network and
proposed a heuristic greedy scheme to solve the problem. The
computation resources, the MEC servers, and mobile users
are utilized collaboratively in the proposed scheme. In the
later work [34], Guo et al. pointed out that the existing works
on task offloading for UDEC networks ignored the differ-
ent types of requests from mobile users. Then, they further
studied the multiuser task offloading problem with multitype
requests. To address the problem, they proposed a game-based
joint offloading scheme. However, most of the existing works
on task offloading for MEC using the concept of UND did
not take into account the influence of communication between
mobile users and BSs and the computing capacity of edge
clouds. In this article, we address the dynamic request schedul-
ing problem involving jointly optimizing the transmitting PA
policy, the RO for mobile users and the computing RS at the
edge clouds.

III. SYSTEM MODEL

As shown in Fig. 1, we consider a UDEC network consist-
ing of a set of mobile users, U, a set of micro-BSs (micro-BSs
are abbreviated as BSs in the following) with edge servers, N,
and a macro-BS with a deep cloud, C. It is assumed that each
BS covers a local area called a zone, and a mobile user should
be associated with only one zone. Edge server may be a phys-
ical server or a virtual machine with computing capacities,
and we assume that its associated BS is interconnected by the
backhaul links, allowing a mobile user to be served by a non-
local BS. Each mobile user can offload computing request to
a BS in its zone. Like [22], we assume that the macro-BS is
used as the central controller, which is responsible for col-
lecting task information, computing resource information of
edge clouds in BSs, and the network status. Specifically, the
set of mobile users and BSs is denoted by U = {1, 2, . . . , u}
and N = {1, 2, . . . , n}, respectively. We assume each mobile
user u ∈ U generate one computing request at a time, given as
qu = <wq, sq, prq, Tgq, Tbq>. Here, wq denotes the workload
of request q, i.e., the required computing to accomplish the
request, and sq denotes the request input data size. We use
prq to denote the request priority representing the importance
of different requests. Tgq and Tbq are ideal delay and tolerable
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TABLE I
KEY NOTATIONS

Fig. 2. Illustration of the NOMA protocol.

delay thresholds, respectively. Considering that the position of
mobile user varies over time, we use pt

u = (xu, yu, 0) to denote
the location of mobile user u at time t. All BSs are fixed and
the location of BS n is given as pt

n = (xn, yn, H) with the same
attitude h. For ease of reference, Table I summarizes the key
notations.

A. Delay Model

In this article, we apply NOMA as the communication
scheme between mobile users and BSs as illustrated in Fig. 2.
Therefore, the mobile users in the same zone can transmit
data to BS simultaneously at the expense of the interference.
In this case, the interference may cause performance degrada-
tion, i.e., the decrease of uplink rate. We define the transmitting
PA policy as p = {pun|u ∈ U, q ∈ Q}, in which pun denotes the

transmitting power from mobile user u to BS n. The location
of each mobile user is assumed to be unchanged during the
time interval, and the uplink rate vun(t) from mobile user u to
BS n can be formulated as follows:

vun(t) = B log2

⎛
⎜⎜⎝1+ pun(t)gun(t)

σ 2
o +

∑Un
u′

u′ �=u

pu′n(t)gu′n(t)

⎞
⎟⎟⎠ (1)

where B and σ 2
o represent the bandwidth of the uplink system

and background white Gaussian noise power, respectively. The
channel power gain [35] between mobile user u to BS n is
defined as follows:

gun(t) = g0

(xu − xn(t))2 + (yu − yn(t))2 + H2

u ∈ U, n ∈ N, t ∈ T (2)

where g0 represents the channel power gain at the reference
distance d0 = 1 m and the transmitting power is 1 W. We
define the RO policy as X = {xqn|q ∈ Q, n ∈ N}, in which
xqn is a binary variable and xqn = 1 indicates that request q
is offloaded to BS n, and xqn = 0 indicates the request q is
offloaded to macro-BS. Thus, the time taken to transmit data
Iq from mobile user u for offloading is given as

tqup =
{ Iq

vun(t)
, xqn = 1

Iq
vun(t)

, xqn = 0.
(3)

We define the computing RS policy as Y = {Rqn|q ∈ Q, n ∈
N}, in which Rqn denotes the amount of computing resource
that BS n schedules to request q. Thus, the execution time of
request q at BS or macro-BS is given as

tqpro =
{ lq

Rqn
, xqn = 1

lq
Rc

, xqn = 0
(4)

where Rc is the computing capacity of macro-BS. Therefore,
we obtain the total delay for offloading request q

tq = tqup + tqpro. (5)

B. Energy Model

The energy consumption for offloading requests includes
the energy consumed for transmitting the data and the energy
consumption of processing requests. Thus, we define the trans-
mitting energy consumption for data offloading from mobile
user u to BS n at time t as

Etra
u (t) = pun(t)t

q
up. (6)

Given the average power consumption of BS and macro-BS,
the energy consumed by executing request q is defined as

Epro
u (t) =

{
pBStqpro, xqn = 1
pCtqpro,c, xqn = 0

(7)

where PBS and PC are the average power consumption of BS
and macro-BS.
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C. Problem Formulation

We assume that each mobile user is selfish and makes efforts
to minimize their energy consumption for transmitting data.
The NOMA protocol is applied as the communication scheme
in this article, so mobile users can transmit data simultaneously
by using the entire system bandwidth. In this case, mobile
users using larger transmitting power can reduce the trans-
mission delay but may lead to more interference and energy
consumption. To minimize the energy consumption for trans-
mitting data of the whole system at time t, we formulate the
PA problem as follows:

P1: min
P

E =
N∑
n

U∑
u

Etra
u (t) (8a)

s.t. 0 ≤ pun(t) ≤ pmax ∀n ∈ N,∀u ∈ U. (8b)

Objective (8a) minimizes the energy consumption for trans-
mitting data with Etra

un (t) as given in (6). Specifically, con-
straint (8b) ensures that the transmitting power of each mobile
user is less than pmax and greater than 0. Constraints (8c)
and (8d) imply that each request generated by mobile users
can be either offloaded to only one BS or macro-BS.

Obviously, the purpose of the mobile user is to reduce the
response delay of offloading request to get an ideal result.
In general, mobile users in the same zone compete for the
computing resources of the same BS to complete the requests
within the ideal delay. Referring to [36], we define the edge
system utility for processing request q as

kq =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1, tq ≤ Tgq

1− 1

1+eα(Tavg−tq)/(Tavg−Tgq)
, Tgq < tq ≤ Tavg

1

1+eα(tq−Tavg)/(Tbq−Tavg)
, Tavg < tq ≤ Tbq

0, tq > Tbq

(9)

where

Tavg = Tgq + Tbq

2
(10)

and we define the edge system cost for processing request q as

cq = α

∫ E0−Et
r+Epro

u

E0−Et
r

ex/10dx (11)

where α is a user-defined constant to ensure that cq is in the
range [0, 1], and E0 and Et

r are the initial energy and resid-
ual energy at time t of BS, respectively. With the increase of
energy consumption of executing requests, the energy cost cq

of the edge server is increased. Given the fixed computing
resources, the BS may not be able to process all requests in
a timely manner. Therefore, the mobile users can choose to
send the request to the macro-BS for processing, and the edge
system should pay for this article. The extra cost for offloading
to macro-BS is defined as

eq = εkq + (1− ε)Epro
q (12)

where ε is a constant implying the relative importance of total
delay and executing energy consumption. Thus, we define the

total system welfare as

W =
N∑
n

Q∑
q

[
xqn

(
kq − cq

)− (
1− xqn

)
eq

]
. (13)

We formulate the JRORS problem as a system welfare
maximization problem

P2: max
X,Y

W (14a)

s.t.
∑
n∈N

xqn ≤ 1 ∀q ∈ Q (14b)

xqn ∈ {0, 1} ∀q ∈ Q, n ∈ N (14c)∑
q∈Q

Rqn ≤ Rn ∀n ∈ N (14d)

Rqn > 0, ∀q ∈ Q, n ∈ N. (14e)

Constraints (14b) and (14c) imply that each request gener-
ated by mobile users can be either offloaded to only one BS
or macro-BS. Given the fixed computing resources, the BS
may not be able to process all requests in a timely manner.
Therefore, the mobile users can choose to send the request to
the cloud center for processing. Constraint (14d) ensures that
the total computing resources scheduled to requests should not
exceed the BS’s computing capacity. Constraint (14e) ensures
that BS must schedule a positive computing resource to each
request that offloaded to it.

IV. EFFICIENT ALGORITHMS

A. Power Allocation

Specifically, the PA problem can be expressed as

pun(t)Iu

vun(t)
= max

P
E =

N∑
n

U∑
u

N∑
n

U∑
u

× pun(t)Iu

B log2

⎛
⎜⎝1+ pun(t)gun(t)

σ 2
o+

∑Un
u′

u′ �=u

pu′n(t)gu′n(t)

⎞
⎟⎠

(15a)

s.t. 0 ≤ pun(t) ≤ pmax ∀n ∈ N, ∀u ∈ U. (15b)

Problem (15) is difficult to solve because the objective func-
tion in (15a) is nonlinear, and the term vun(t) depends on the
transmitting power and location of the other mobile users in
the same zone, as shown in (1) and (2). We assume that each
BS calculates its associated mobile users’ PA policy Pn inde-
pendently to minimize the energy consumption En at each time
t. Then, the PA problem can be solved by solving a set of
subproblems as given as

min
Pn

En =
Un∑
u

�(pun) =
Un∑
u

punIu

B log2(1+ γ pun)
(16a)

s.t. 0 ≤ pun(t) ≤ pmax ∀u ∈ Un (16b)

where

γ = gun(t)

σ 2
o +

∑Un
u′

u′ �=u

pu′n(t)gu′n(t)
. (17)
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Algorithm 1 NCGG

1: Initialize: p0 = (pmax, pmax, . . . , pmax)Un, r = 0
2: repeat
3: r = r + 1
4: μr = 0.1/

√
r

5: for each u ∈ Un
6: Calculate δr

u and pr
u

7: if pr
u < 0 then

8: pr
u = 0

9: end if
10: pr

u = arg min E(pr
u, pr−u)

11: end for
12: Until pr is a NE

The second-order derivative of objective (16a) with respect
to pun is not always positive, so problem (16) is nonconvex.
However, we use the quasiconvex technique to address the
problem.

Theorem 1: The utility function (16a) is strictly quasiconvex
in constraint (16b).

Proof: See the Appendix.
As the utility function (16a) is quasiconvex and the fea-

sible set constraint (16b) is convex, closed, and bounded,
there exists at least one Nash equilibrium in � = <U, S, F>.
Thus, we designed an NCGG for PA problem. The strat-
egy profile of mobile user u is defined as su, su = {pun},
and the strategy profiles of other mobile users are repre-
sented as s−u, s−u = {p−un|−u ∈ Un,−u �= u}. Let
S = {S1, S2,...,Su,...,SUn} denotes the set of strategy profiles
of all mobile users, in which Su denotes the set of possible
strategies of mobile user u. Let F denotes the set of mobile
users’ utility functions, i.e., F = {E(s1, s−1), E(s2, s−2), . . . ,

E(su, s−u), . . . , E(sUn, s−Un)}. The noncooperative game can
be formulated as � = <U, S, F>, each mobile user as a player
u ∈ Un in the game tries to minimize its utility function, i.e.,
the transmitting energy consumption. For each mobile user
u ∈ Un, its strategy set is discretized into a descending order
set

Su =
{

pmax
u = p1

u, p2
u, . . . , pη

u = pmin
u

}
(18)

and the dynamic step size δr
u is based on the subgradients of

E(su, s−u) at each iteration r, which is given as

δr
u = μr∇ E(si, s−i) = μr

∂E(si, s−i)

∂pun

= μrIu(h(pun)g(pun)− γ pun)

Bg(pun)h2(pun)
(19)

where μr is a step size parameter varies with the number of
iterations. Therefore, we know that

pr
u = pr−1

u − δr. (20)

Then, the procedure of NCGG is shown in Algorithm 1. Each
mobile user in Un initializes its transmitting power to pmax at
the beginning. Before, the transmitting power of users make
the game reach the Nash equilibrium, the game process will
repeat. The step size μr is diminishing as iteration decreases.
In each iteration, the mobile users update their transmitting
power according to (20) to minimize the energy consumption.

B. Joint Request Offloading and Computing Resource
Scheduling

After allocating the transmitting power of mobile users, the
delay-sensitive requests from users need to be offloaded to
BSs or macro-BS. Specifically, the JRORS problem can be
expressed as

max
X,Y

W =
N∑
n

Q∑
q

[
xqn

(
kq − cq

)− (
1− xqn

)(
εkq + (1− ε)Epro

q

)]

(21a)

s.t.
∑
n∈N

xqn ≤ 1 ∀q ∈ Q (21b)

xqn ∈ {0, 1} ∀q ∈ Q, n ∈ N (21c)∑
q∈Q

Rqn ≤ Rn ∀n ∈ N (21d)

Rqn > 0 ∀q ∈ Q, n ∈ N. (21e)

We observe that constraints (21b) and (21c) of the offloading
policy X, and constraints (21d) and (21e) of the offloading
policy Y are separated from each other. Problem (21) can be
divided into two problems, namely, the RO problem and the
computing RS problem. Hence, the RO problem of minimizing
the extra cost of the edge system can be expressed as

min
X

M =
N∑
n

Q∑
q

(
1− xqn

)(
εkq + (1− ε)Epro

q

)
(22a)

s.t.
∑
n∈N

xqn ≤ 1 ∀q ∈ Q (22b)

xqn ∈ {0, 1} ∀q ∈ Q, n ∈ N (22c)

and the RS problem of maximizing the edge system welfare
can be expressed as

max
Y

W =
N∑
n

Q∑
q

[
xqn

(
kq − cq

)]
(23a)

∑
q∈Q

Rqn ≤ Rn ∀n ∈ N (23b)

Rqn > 0 ∀q ∈ Q, n ∈ N. (23c)

Therefore, the JRORS problem is a double decision-making
problem which is very complex and involves a tradeoff
between two conflicting objectives. The elitist nondominated
sorting genetic algorithm [37] (called, i-NSGA-II) is an effec-
tive way to solve the multiple-objective problem. In this article,
we propose a multiple-objective optimization algorithm based
on i-NSGA-II, referred to as MO-NSGA, to solve the JRORS
problem which is divided into problems (22) and (23). In
multiple-objective optimization problem, there is a single best
solution for each objective. However, this solution may not
fare for all the other objectives. Before presenting the MO-
NSGA algorithm, we give some important descriptions and
definitions.

Definition 1 (Nondominated Solutions [38]): The non-
dominated solutions are the ones that form the set of
most interesting solutions for multiple-objective optimization
problems.
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Definition 2 (Crowding Distance [38]): The average dis-
tance of two adjacent solutions along each objective direction
on either side of one particular solution is called the crowding
distance.

A chromosome structure that represents a set
of potential solution is expressed as: pK =
{a1, a2, . . . , aq|b1, b2, . . . , bq, aq ∈ {0, 1}, bq ∈ (0, Rn)}.
The population P is composed of K chromosomes, forming
a pool of potential solution. It is well known that parent
inheritance plays an important role in determining the
quality of offspring. In the framework of the multiple-
objective optimization MO-NSGA algorithm, an improved
initial random population IP of the best chromosome using
nondominated sorting and crowding-distance calculation
is introduced. The optimal solution popt is evolved by the
ranking selection, direction-based crossover, and adaptive
mutation operations of the population P.

Definition 3 (Ranking Selection): The chromosomes in the
population are first sorted according to their fitness, and rank-
ing selection discards 
ρsK� amounts of chromosomes that are
ranked relatively lower while replicating the same amounts of
chromosomes that are ranked higher. Note that ρs ∈(0, 0.5] is
a proportional parameter [39].

Definition 4 (Direction-Based Crossover): After ranking
selection, the ordered sequence of the population is obtained,
� = {�1,�2, . . . ,�K |�1 ≥ �2 ≥ · · · ≥ �K}. We define
the notation L ≥ Q as the fitness of chromosome L is bet-
ter or equal to that of the chromosome Q. The population is
divided into the strong group and the weak group, denoted
as �S = {�S

1 , �S
2 , . . . , �S

A} and �W = {�W
1 , �W

2 , . . . , �W
A },

respectively, where A = K/2. The directed-based crossover
operation is performed by the following rule:

�
W∗
i ← �W

i + θc,i
−→
d i, i = 1, 2, . . . , A (24a)

�
S∗
i ← �S

i + θc,i
−→
d i, i = 1, 2, . . . , A (24b)

where θc,i is the step size given by

θc,i =
∣∣f (�W

i )− f (�S
i )

∣∣
max{f (�)} −min{f (�)} (25)

and
−→
d i = [di,1di,2 · · · di,n] is the crossover direction vector

given by

di,j =
{

0, if rj < 0.5
�W

i,j −�S
i,j, if rj ≥ 0.5

(26)

for i = 1, 2, . . . , A, and j = 1, 2, . . . , n, where n is the number
of genes in a chromosome and rj is a random number selected
from (0, 1].

Definition 5 (Adaptive Mutation): Assume �k is a selected
chromosome to be mutated, and �k ∈ [xmin, xmax], we give
the following adaptive mutation rule:

�1
k = �k + h

(
Ngen, xmax −�k

)
(27a)

�2
k = �k − h

(
Ngen,�k − xmin

)
(27b)

where h(Ngen, y) is the function associated with the generation

h
(
Ngen, y

) = y

(
1− r(

1−Ngen/Nmax)
η

m

)
(28)

Algorithm 2 MO-NSGA
1: repeat
2: Initialize the parent population P = {p1, p2, . . . , pK}
3: Evaluate fitness: {f (pi), i = 1, 2, . . . , K}
4: Non-dominated sorting and crowding-distance calculation
5: Select the best chromosomes with rank = 1 into the improved

parent population IP.
6: Until NIP = K
7: Ngen = 1
8: While Ngen ≤ Nmax do
9: Non-dominated sorting and crowding-distance calculation

10: Ranking selection: �(Ngen)→ IP′
11: Direction-based crossover: {�W∗, �S∗}
12: Adaptive mutation: �′(Ngen)→ IP′′
13: Combine chromosomes in IP′ and IP′′ NIP
14: Select the best chromosomes from NIP→ IP
15: if the rank of all chromosomes in IP are the same do
16: break
17: end if
18: end While
19: Output: the optimal solution → popt

TABLE II
AVERAGE NODE DEGREE VERSUS TIME

where Ngen is the current generation number and Nmax is the
maximum number of generations, rm ∈ (0, 1] and η ∈ [2, 5].
To sum up, we give the specific pseudocode of MO-NSGA as
shown in Algorithm 2.

Therefore, the PA problem can be addressed using the
quasiconvex technique and solved by NCGG as shown in
Algorithm 1. Besides, we analyze the JRORS problem as
a double decision-making problem which can be solved by
Algorithm 2.

V. PERFORMANCE EVALUATION

A. Simulation Settings

To evaluate the effectiveness of the proposed algorithms,
we implemented the NCGG and MO-NSGA algorithms using
MATLAB R-2019a. The simulations were conducted on an
Intel i5, 3.7-GHz PC with 8-GB RAM. We consider a mul-
tizone edge computing system consisting of mobile users,
multiple BSs, and a macro-BS. Each BS equipped with an
edge server and covers a zone. We quantize a mobile user
into a zone associated with the BS based on the location of the
mobile user and the area covered by the BS. The parameters
of the simulation are shown in Table II.
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Fig. 3. Energy consumption versus number of mobile users.

B. Approaches

We compare the performance of the NCGG and MO-
NSGA algorithms with the following approaches.

1) Simulated Annealing PA (SAPA): Simulated anneal-
ing (SA) as a classical heuristic algorithm can solve the
NP-hard problem efficiently. We apply SA to solve the
PA problem defined in Section IV-A.

2) Yalmip: Yalmip is a free optimization tool developed
by Lofberg, which can solve the multiple-objective
optimization problem. We use Yalmip to solve the
JRORS problem defined in Section IV-B.

3) Random RO and Greedy RS Strategy (ROGS) [40]:
Requests from the mobile users are randomly offloaded
to the BSs to maximize the system welfare, and each BS
schedules the computing resources greedily to maximize
the system utility.

4) Heuristic RO and Bisection-Based RS Strategy
(HOBS) [10]: A novel heuristic RO algorithm can find
a local optimum in polynomial time, and RS can be
solved by the bisection method.

C. Performance of NCGG

1) Energy Consumption Versus the Number of Mobile
Nodes: In this case, the maximum power pmax of mobile users
is set to 5 W. Fig. 3 shows the performance of the proposed
NCGG compared to the SAPA. Obviously, as the number of
mobile users increases, the total transmitting energy consump-
tion increases. It is also observed that the energy consumption
of NCGG is always smaller than that of SAPA under differ-
ent number of mobile users, which implies that NCGG can
give a better PA result compared to SAPA in energy saving.
In NCGG, each mobile user gradually decreases from pmax to
the subgradient direction, to find its optimal transmitting power
and achieve the Nash equilibrium. However, in SAPA, the sta-
ble solution obtained in the process of random optimization
may be a local optimal solution. If there is no special state-
ment, the following experiments are based on the power policy
P* obtained by NCGG.

2) Energy Consumption Versus Maximum Power pmax:
As shown in Fig. 4, under different maximum power pmax,
i.e., pmax = 4, 5, and 6 W, we evaluate the energy con-
sumption under different number of mobile users. It is
noticed that the energy consumption is related to the max-
imum power pmax, i.e., the bigger the pmax is, the higher

Fig. 4. Energy consumption versus pmax (NCGG).

the energy consumption is. This is because the average
transmitting power of mobile users is higher under the big-
ger maximum power pmax, which leads to more energy
consumption.

3) Convergence Property of NCGG: To evaluate the con-
vergence property of NCGG, the error of energy consumption
E between adjacent iterations is set to 0.005, i.e., if the error
of E is smaller than 0.005, the mobile user is considered to
find its optimal solution. Fig. 5 shows the convergence prop-
erty under different number of mobile users with pmax = 5 W.
From the convergence curve illustrated in Fig. 5(a), we know
that the convergence rate is fast, and it only takes 64 iterations
to converge when the number of mobile users is 40. Moreover,
from Fig. 5(b), we know that it takes 123 iterations to con-
verge when the number of mobile users is 100, which indicates
that our proposed NCGG has a good convergence prop-
erty. Table III summarizes the convergence iterations under
different mobile users.

D. Performance of MO-NSGA

1) Effect of Number of Mobile Users: In this case, the com-
puting capacity of all BSs are the same, i.e., Rn = 70 GHz,
and all mobile users offload the same profile request with
wq = 1500 (Magacycles), Iq = 700 (KB), Tgq = 0.5 (s),
and Tbq = 0.65 (s). We define the response rate as the ratio
of the number of completed calculation to the total number
of requests within the tolerant delay of the request. As shown
in Fig. 6, we evaluate the performance including system wel-
fare and response rate of MO-NSGA, compared to the other
three algorithms against different number of mobile users.
From Fig. 6(a), we observe that Yalmip as an optimization
tool cannot achieve a good result. This is because the contin-
uous relaxation in the JRORS problem is nonconvex, which
means that the branching process of Yalmip is not guaranteed
to find a globally optimal solution. Moreover, the MO-NSGA
and HOBS perform equally well, and both perform better
than ROGS and Yalmip. It can be seen that with the increas-
ing number of mobile users, the system welfare increases.
Fig. 6(b) illustrates that MO-NSGA outperforms the other
compared approaches in response rate under different num-
ber of mobile users. It should be noted that MO-NSGA can
achieve a high response rate even in the case of a large num-
ber of mobile users, which also reflects the extensibility of
MO-NSGA.
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Fig. 5. Convergence property of NCGG versus different number of mobile users: (a) U = 40 and (b) U = 100.

Fig. 6. Performance versus different number of mobile users. (a) Welfare. (b) Response rate.

Fig. 7. Performance under different request workload. (a) Welfare. (b) Response rate.

TABLE III
AVERAGE NODE DEGREE OF NCGG VERSUS TIME

2) Effect of Request Workload: Here, we evaluate the
performance of MO-NSGA under different request workload,
wq = 1500, 2000, and 2500. As shown in Fig. 7, we observe
that with the decrease of request workload, both the system
welfare and response rate increase. In particular, when the
request workload exceeds 2000, the response rate decreases
sharply. This is because, the computing resources of BS are
not sufficient to be scheduled for offloading requests with more

workloads, thus degrading the response rate and the system
welfare. In the next experiments, the request workload is set
to 1500 except for special cases.

3) Effect of Request Profile: In this case, different request
profiles in terms of request workload wq and request input
size Iq are configured to evaluate the performance of MO-
NSGA, compared with other approaches. The system welfare
and response rate are plotted in Fig. 8(a) and (b) under
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Fig. 8. Performance versus different request workload with U = 60 and Iq = 700 KB. (a) Welfare. (b) Response rate.

Fig. 9. Performance versus different request input with U = 60 and wq = 1500 Magacycles. (a) Welfare. (b) Response rate.

different values of wq, and we observe that MO-NSGA always
outperforms ROGS and HOBS in response rate, but per-
forms inferior to HOBS in system welfare. This implies that
MO-NSGA sacrifices part of the system welfare to maximize
the response rate in the optimization process. From Fig. 8(a),
we observe that with the increase of wq, the response rate
decreases. It is evidently because the computing overhead of
BS becomes higher as wq increases, leading to more and
more requests being unable to response in time. Similarly, as
shown in Fig. 9(a) and (b), MO-NSGA always shows the best
in response rate but performs inferior to HOBS in terms of
system welfare. It can be seen that with the increase of lq, the
response rate also decreases, which is because a large amount
of input data increases the transmitting delay. Therefore,
we know that MO-NSGA shows the best performance
in terms of response rate, even under different request
profiles.

E. Heterogeneous Case

In this experiment, we consider a heterogeneous configura-
tion of the system: U = 48, N = 4, Rn is randomly selected
from {60, 70, 80} GHz, wq, Iq, Tgq, and Tbq of requests are
generated from the values as shown in Table II. The BSs are
fixed and mobile users are randomly placed in the area, as
shown in Fig. 10, where the red triangle represents the BS and
the blue dot represents the mobile user. We assume that the
mobile users update their locations every time slot τ , τ = 1 s.

Fig. 10. Performance versus different request.

During each slot, every mobile user will generate one request.
Hence, the PA policy P, RO policy X, and computing RS pol-
icy Y will change with the time, because the location of mobile
users and the request profile is dynamic.

Fig. 11 shows the performance of MO-NSGA in response
rate against the time slot. From the figure, we observe that in
the most time slot the response rate can reach more than 0.85,
and at some time slots, the response rate exceeds 0.95 or even
reaches 1. However, the response rate is low than 0.8 at some
time slots; this is because the profile of requests randomly
generated by the mobile users may be too complex in these
time slots. In general, MO-NSGA can maintain an average
response rate of 0.8687 during the dynamic system.
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Fig. 11. Performance versus different request.

In summary, NCGG can give a better PA result in
energy saving and has a good convergence property. Besides,
MO-NSGA outperforms the other compared approaches in
both welfare and response rate under different number of
mobile users, different request workload, and request pro-
file. Furthermore, MO-NSGA can also maintain an average
response rate of 0.8687 during the dynamic system in a het-
erogeneous case.

VI. CONCLUSION

In this article, we studied the request scheduling problem
in the UDEC network. We considered a UDEC network con-
sisting of a macro-BS, many micro-BSs, and a large number
of mobile users under the 5G architecture. The NOMA pro-
tocol was used as the multiple access scheme between users
and BSs. In particular, we considered the interference between
mobile users and BSs under the NOMA protocol, and we
first formulated a PA problem and presented an NCGG to
solve it. Then, we developed the problem involving jointly
optimizing the RO for mobile users and the computing RS
at the micro-BSs, by forming a mixed-integer nonlinear pro-
gram. The problem was analyzed as a double decision-making
problem, and we proposed a multiple-objective optimization
algorithm based on i-NSGA-II (MO-NSGA) to address it. The
simulation results verified our algorithms, in which NCGG can
effectively save energy consumption, and MO-NSGA outper-
forms the existing approaches in terms of response rate and
maintains a good performance in a dynamic MEC system.
However, the proposed algorithm was not implemented in real-
world applications. In the future, we will work on the design
of edge computing RS algorithms for systems based on real-
istic applications, so as to solve the bottlenecks of practical
problems.

APPENDIX

The first-order derivative of objective (16a) is calculated as
follows:

∂En(pun)

∂pun
= Iu(h(pun)g(pun)− γ pun)

Bg(pun)h2(pun)
(29)

where

h(pun) = log2(1+ γ pun) (30)

g(pun) = ln 2(1+ γ pun) (31)

and then we can obtain the second-order derivative of
objective (16a)

∂2En(pun)

∂p2
un

= Iuγ (k(pun)+ ln 2)

Bg2(pun)h3(pun)
(32)

where

k(pun) = 2γ pun − g(pun). (33)

To satisfy (29) being equal to 0, we get

γ p∗un = h
(
p∗un

)
g
(
p∗un

)
. (34)

By substituting (34) into (32), we get

∂2En(pun)

∂p2
un

=
Iuγ

(
log2

(
1+ γ p∗un

)2
/2+ ln 2

)

Bg2
(
p∗un

)
h3

(
p∗un

) . (35)

Hence, we can easily know that (35) is strictly positive
∀p∗un ∈ (0, Pmax]. According to the conclusion in [41], the
condition for satisfying a strict quasiconvex function is such
that a variable satisfying first-order derivative of the function
is equal to 0 and also satisfying the second-order derivative
of the function is greater than 0. Therefore, objective (16a) is
a strict quasiconvex function in (0, Pmax].
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