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In wireless sensor networks (WSNs), data anomalies/faults often occur due to the limited
resources and unreliability of sensor nodes. Many traditional anomaly detection methods
are designed in a batch manner, but for the nature of streaming data in WSNs, continuous
anomaly detection method is preferred. Existing methods often detect only a single type of
faults but cannot detect multiple types of faults that actually are more common in the sen-
sor data. Therefore, this paper provides a Hypergrid based Adaptive Detection of Faults
(HADF) method, which adopts hypergrid and statistical analysis to recognize three types
of faults in the sensor data, including outliers, stuck-at faults, and noisy faults. HADF is a
distributed method running on sensor nodes, which can reduce the influence of concept
drift in unstable streaming data through combining both lazy leaning and continuous
learning to adaptively update its normal profile. In the experimental study, we have man-
ually inserted different types of faults into two real-world datasets, and the results demon-
strate that HADF achieves higher accuracy with reasonable efficiency for detecting the data
faults than four counterpart methods.

� 2020 Elsevier Inc. All rights reserved.
1. Introduction

With the rapid development of wireless sensor network technologies, Internet of Things (IoT) applications have covered a
variety of fields [32], such as industrial control [3,13], forest environmental monitoring [20,22] and ocean environment mon-
itoring [9], network security monitoring, healthcare and smart medical [2,29], and precision agriculture [1,37]. According to
Cisco statistics, there will be 14.7 billion connected devices in IoT by 2023 [8]. Each sensor network application may contain
hundreds even thousands of devices that continuously generate data streams and accumulate them into a huge amount.

However, sensor nodes may generate abnormal data due to the limitation of the node resources and complex deployment
environment. Three typical categories of data faults are stuck-at faults, noisy faults, and outliers [23]. First, when sensor
nodes are in low power or out of power, they will lose the capability of normal monitoring or data gathering, and thus
the output values of the sensors will keep abnormally constant; we call them stuck-at faults. Second, sensors may produce
intermittent or persistent noisy faults due to electromagnetic interference. Third, sensors often sample data with sharp
changes, called outliers. Also, because of their short duration, it is difficult to pinpoint the cause. The poor-quality data with
the above mentioned faults will increase extra communication overhead to the sensor network, and even affect decision
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making for those data-based applications. For example, stuck-at faults will result in a poor performance for the time series
prediction methods. Thus, effective fault detection is critical for improving the quality of sensor data and monitoring.

In recent years, diverse anomaly detection methods using different principles have been developed for WSNs, such as
statistics-based, density-based, distance-based, cluster-based, learning-based methods [6], and trust based methods
[15,19,27]. Many detection methods often work under different assumptions or definitions of the normal data and may
be effective for detecting one type of data faults. According to the statistical result in [32], the outlier is the most commonly
addressed fault type in literature, and some papers also focus on noisy or stuck-at faults.

In this paper, we propose an effective Hypergrid based Adaptive Detection of Faults (HADF) method for detecting the
abovementioned three typical types of sensor data faults. In HADF method, two different detectors (hypergrid based and sta-
tistical analysis based detectors) are used for detecting multiple types of faults. Also, HADF adopts both lazy learning and
continuous learning methods. Moreover, we redesign a robust L1 detection region (RDR) by adding a transition region to
the traditional L1 detection region (L1-DR).

HADF applies a hypergrid structure to obtain the normal profile of recent data. The existing methods most related to ours
are hypergrid based detection methods, such as HGDB and HypGridE [10,35]. HGDB is a basic online hypergrid based method
and updates its NP in a lazy learning manner. HypGridE is an ensemble method that forms a strong detector by combining
several HGDB detectors. Our scheme is different from the above two methods in three aspects:

� HADF combines not only the basic HGDB detector but also the statistical analysis based detector.
� A novel L1 detection region is proposed, which is different from the improved L1 detection region in [10,35].
� HADF updates its NP in two manners: lazy learning and continuous learning.

Thus, this paper has the following three contributions. In each contribution we also point out the advantage of our pro-
posed scheme.

� We propose an effective method for detecting multiple types of sensor data faults (i.e., outliers, stuck-at faults, and noisy
faults). Two different detectors applied in our schemes improve the accuracy for detecting various types of faults.

� We adopt both lazy learning and continuous learning methods to increase the adaptability of the normal profile for mit-
igating concept drift. It can not only improve the detection rate but also reduce the communication overhead caused by
frequent updates.

� We provide a robust L1 detection region for improving the accuracy of existing improved L1-DR in the proposed hyper-
grid based method. Like other improved L1-DR, RDR has lower computational complexity than L1-DR. Besides, HADF
applied RDR owns higher robustness to the data at the center or boundary than those using other improved L1-DR in
[10,35].

The rest of this paper is structured as follows. In Section 2, the related work is reviewed and summarized. The important
preliminaries are presented in Section 3. We detail the proposed HADF method in Section 4. Section 5 demonstrates the pro-
posed method in extensive experiments. Finally, we conclude the paper in Section 6.
2. Related work

Many existing methods have already been used to detect data faults in wireless sensor networks [7,24,25,33,38]. These
methods can be divided into two types: centralized and distributed, based on their architectures [5].

The centralized method is usually performed on the base station with all data collected from sensor nodes. Base stations
generally have abundant resources to store large amounts of historical data to train complex models. In [12], a centralized
anomaly detection method is applied to the medical application. The physiological parameters of the monitoring object are
collected by the remote nodes and uploaded to the base station. Subsequently, a sequential minimum optimization regres-
sion method is applied to predict current data using historical data and marks the anomaly data by comparing the difference
between predicted data and sampled data with a predefined threshold. Many other common anomaly detection algorithms,
such as CNN [34], LSTM [16], auto-encoder [11], can also be designed as the centralized methods for WSNs. However, the
centralized methods often result in high communication cost, since they need to obtain all sensor data and additional infor-
mation, such as the source of the data, that may be required to pinpoint the cause of the fault. In sensor networks, the com-
munication energy is much higher than that of computing. Thus, the centralized approaches may not be suitable for
detecting faults occurring at the node.

Fortunately, many distributed methods have been used to overcome the limitations of the centralized methods. Here,
tasks are divided into subtasks among nodes. The communication overhead of networks can be reduced, since the sensor
nodes (SNs) only need to transfer processed data or model parameters to their neighbors or cluster head (CH). A distributed
histogram-based method is presented in [36]. Each SN sets the local histogram with the global value range. Then, CH forms a
histogram of global data by merging all the local histograms from SNs. After getting the global histogram parameters from
CH, SN performs anomaly detection locally. Similar to the method proposed in [36], a distributed method in [26] is also
divided into two stages: training stage and test stage. In the training stage, SN gathers the normal observations to form a
50
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local normal model (LNM) and sends it to the CH for constructing the global normal model (GNM). In the test stage, SN tests
sampled measurements using the GNM. Another version of distributed detection methods is that SNs form detection models
by using the parameters from their neighbors without the coordination of CH. In [39], an ellipsoidal support vector machine
(SVM) is used to detect outliers, which reduces the computational overhead by fixing the center of hyper-ellipsoid at the
origin. Each node trains its local hyper-ellipsoid SVM and shares the model parameters with neighbor nodes. Consequently,
nodes form a global model using the shared parameters and detect the data faults using both local and global models.

HGDB [35] and HypGridE [10] are also designed in a distributed manner. HGDB establishes a hypergrid structure in fea-
ture space that consists of hypercubes with fixed size and maps training data onto the structure to record the distribution of
data. All SNs in one cluster share their local distribution of data with CH so that CH can draw the global normal profile (NP).
Sequentially, SN performs online anomaly detection locally with the NP and the threshold received from CH. To meet the
dynamic change of surroundings, HGDB relearns its NP periodically. HypGridE constructs a strong detector by using several
basic HGDB models. Moreover, HypGridE decreases the number of searching adjacent hypercubes using an improved L1
detection region that considers the data mapped to the boundary.

However, the aforementioned distributed methods are relatively simple because of their limited training samples. There-
fore, when the concept drift occurs, the distribution of data changes and causes the failure of the NP (i.e., the NP is out of
date). To solve this problem, HADF adopts the combination of continuous learning and lazy learning to finely tune the NP
in each SN. In this way, we can not only reduce the communication overhead of frequent updates due to the NP failure
but also improve the adaptability of NP.

3. Preliminaries

In this section, we introduce preliminary knowledge, including the types of faults and the hypergrid based anomaly
detection method. All the abbreviated symbols are listed in Table 1.

3.1. Anomalies in WSN streaming data

In the real-world applications, the sensor nodes cannot avoid collecting erroneous data. Anomalies/data faults are clas-
sified into three categories mentioned before: outlier faults, stuck-at faults and noisy faults [23], as shown in Fig. 1. Due
to the lack of the ground truth of sensor data and the short duration of outlier fault, we cannot analyze the cause accurately.
According to [30], lack of ground-truth values, the fault refers to a deviation from the expected value. This kind of anomaly
was first investigated in [4], as an additive outlier for time series data. In [28], it was pointed out that additive outliers are
easy to be identified, because these outliers do not influence other data in context. When the node is affected by some elec-
tromagnetic interference or other factors, the collected data will be contaminated by noise. Additionally, when the remaining
energy of nodes fails to support the normal operation of the sensor, or the sensor hardware fails, it will collect continuous
constant values, and these data are different from the normal data. The specific definitions of anomalies in streaming data are
as follows:

Outlier Faults: Outlier faults are those points that are significantly different from other data sampled in the near time.
Formally, outlier fault can be expressed as:
y tð Þ0 ¼ y tð Þ þ D; ð1Þ

where y tð Þ is the true value collected at time t;D is an error value, and y tð Þ0 is the abnormal data.

Stuck-at Faults: A node collects data that remain at the constant value g for a long time. Formally, Stuck-at faults can be
expressed as Eq. 2, where x is a timestamp x 2 t; t þ n½ �ð Þ, and stuck-at faults last for n timestamps.
y xð Þ0 ¼ g jx 2 t; t þ n½ �� � ð2Þ

Noisy Faults: When the data are contaminated by noise, the variance of the data will increase. In [23], it assumes that

noisy data obeys a new normal distribution, different from that of normal data. Let l and r be the mean and standard devi-
ation of normal data. We set the abnormal data distribution by adding or multiplying a small constant value c;rð Þ to the
original mean and variance, where N l;rð Þ is a random normal distribution function. Formally, noisy fault can be expressed
as:
Table 1
Description of the abbreviated symbols.

Abbreviations/symbols Description

HADF Hypergrid based adaptive detection of faults method
RDR Robust L1 detection region
CH Cluster head node
SN Sensor node
NP Global normal profile in one cluster that records all data distribution in hypergrid structure
NP* Local normal profile that records the distribution of data of each SN in hypergrid structure
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Fig. 1. Three fault types in sensor readings.
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y tð Þ0 � N lþ c; k � rð Þ: ð3Þ
3.2. Hypergrid based anomaly detection method

Hypergrid structure composes continuous hypercubes. The side length and diagonal length of the hypercube are h and d,
respectively, where d ¼ h

ffiffiffi
q

p
, and q is the dimensions of feature space. Hypergrid based algorithm is a distance-based method

that detects the anomalies according to the data size in the detection region of test data. If the data size is larger than the
threshold, the test data is marked as normal, otherwise not. Therefore, before detecting, the distribution of data should be
obtained in the learning procedure. A distributed method is used to get a global normal profile [10,35] as follows:

� SN in one cluster shares the summary of its local data (like linear sum, linear sum of squares, maximum and minimum
values) with its CH.

� CH summaries the global data information (like mean, standard deviation, global minimum) and forms a new hypergrid
structure.

� SN normalizes its local data and maps them onto the hypergrid structure to form a local normal profile NP�, which con-
tains each non-repeating position of the non-empty hypercube and corresponding data size in them. Besides, SN esti-
mates a local threshold K� using its local data.

� CH merges all NP� and K� from SNs, and forms the global NP and the threshold K.
� Finally, SN performs online detection locally, according to NP and K received from CH.

The memory size of NP is increased by the number of attributes in each data vector. Therefore, an encoding technique is
utilized to compress the position of each data into a fixed-length sequence of bits, irrespective of its dimension [35]. For con-
venience, the test data discussed below are all normalized.

The detection process of hypergrid based methods can be roughly divided into two parts: the mapping process and the
counting process. The mapping process is performed as below. If there is a multi-dementional data object xt ¼ xt1 ; . . . ; xtq

� �
sampled at time t, where xt is a q-dimensional vector, then xt can be mapped onto a hypercube Cu1 ;...;uq according to Eq. (4).
The coefficient, c, is a constant value that is set as c > jmin j, by which the entire feature space will be shifted into positive
coordinate spaces, and the positive integers, u1; . . . ;uq, denote the indices of a hypercube.
ui ¼ xi þ c
h

j k
; i ¼ 1; . . . ; q: ð4Þ
Before counting the data size in the neighbor of the test sample, we introduce the concept of the detection region.
In hypergrid structure, there are two types of detection regions (DR), called Layer-1 neighbors of a hypercube (L1) and

Layer-2 neighbors of a hypercube (L2). L1 and L2 of Cu1 ;...;uq can be represented as Eqs. (5) and (6), respectively.
L1 Cu1 ;...;uq

� � ¼ Cd1 ;...;dq jd ¼ u� 1; Cd1 ;...;dq – Cu1 ;...;uq

� � ð5Þ

L2 Cu1 ;...;uq

� � ¼ fCd1 ;...;dq jd ¼ u� 2; Cd1 ;...;dq – Cu1 ;...;uq ; Cd1 ;...;dq R L1 Cu1 ;...;uq

� �g: ð6Þ

Fig. 2 shows a 2D example of hypergrid structure. Given a threshold, K, of the data size, we can get the following property

[17].

Property 1. If there are less than K data in Cu1 ;...;uq [ L1 [ L2, all test data in Cu1 ;...;uq are anomalous.
52



Fig. 2. A 2D example of hypergrid structure.
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The data size in L1 and L2 of mapping hypercube of test data would be calculated by the hypergrid based method. Accord-
ing to Property 1, counting will stop for a certain hypercube when the cumulative number is larger than the threshold, K, and
the test data is verified as normal. Nevertheless, the size of the detection region of hypercube increases exponentially with
the number of attributes increases. A simplified property for anomaly detection is proposed in [35] to reduce the computa-
tional complexity.

Property 2. If there are less than K data in Cu1 ;...uq [ L1, all test data in Cu1 ;...;uq is anomalous.
In [35], a substituted detection region is applied to further decrease the detection region. We assume that a test data

object x ¼ x1; . . . ; xq
� �

is mapped into hypercube Cu1 ;...;uq , its substituted detection region R can be represented as follows:
R xð Þ ¼ fCd1 ;...;dq jdi ¼ ui; ui þ ei; i ¼ 1; . . . ; qg

ei ¼ þ1; xi � xib c > 0:5
�1; xi � xib c 6 0:5

	 ð7Þ
Another version of the improved L1 detection region is proposed in [10]. Considering the data mapped onto the boundary,
the new detection region R is defined as follows:
R xð Þ ¼ fCdl ;...;dq jdi ¼ ui; ui þ ei; i ¼ 1; . . . ; qg

ei ¼
þ1; xi � xib c > 0:5
�1; xi � xib c < 0:5
�1;þ1f g; xi � xib c ¼ 0:5

8><>: ð8Þ
In practice, it is hard to confirm a proper substituted DR [35] of data mapped in the transition region, and the number of
data points mapped to the center or edge of the hypercube is significantly less than other regions [10]. Therefore, we redefine
the L1-detection region (L1-DR) by a more robust one (Abbrev. RDR). The detailed RDR of x ¼ x1; . . . ; xq

� �
that maps into a

hypercube Cu1 ;...;uq can be represented as Eq. (9), where w is the width of the transition region, and w 2 0;1½ �.

RDR xð Þ ¼ Cd1 ;...;dq jdi ¼ ui;ui þ ei; i ¼ 1; . . . ; q

� �
ei ¼

þ1; xi � xib c > 0:5þw=2
�1; xi � xib c < 0:5�w=2:

�1;þ1f g; 0:5�w=2 6 xi � xib c 6 0:5þw=2

8><>: ð9Þ
According to Eq. (9), it is obvious that the size of RDR is influenced by w. Without loss of generality, we assume that the
distribution density of data points in the hypercube is the same. Let the side length of hypercube be 1, and its dimension be q.
The volume of the hypercube is derived as follows:
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V ¼ 2 0:5�w=2ð Þ þw½ �q ¼ 1

¼
Xq

k¼0

Ck
q 2 0:5�w=2ð Þ½ �kwq�k ð10Þ
According to Eq. (9–10), the average size of RDR is derived as follows:
E q;wð Þ ¼
Xq

k¼0

Ck
q 2 0:5�w=2ð Þ � 2½ �k w � 3ð Þq�k ð11Þ

E 3;wð Þ ¼
X3
k¼0

Ck
3 2 0:5�w=2ð Þ � 2½ �k w � 3ð Þ3�k

¼ w3 þ 6w2 þ 12wþ 8

ð12Þ
4. The hypergrid based adaptive detection of faults method

In this section, we first introduce the overview of our scheme and then detail HADF in three parts: distributed learning
process, detection/continuous learning process, and complexity analysis.

In WSNs, many sensor nodes are deployed in the real environment and always formed cluster structures [31]. In this
study, we focus on applying anomaly detection on sensor nodes in each cluster. Consider a hierarchical wireless sensor net-
work deployed in a geographic area of interest, we give a background diagram of HADF as shown in Fig. 4. The WSN consists
Fig. 4. Overview of HADF.

Fig. 3. Average size of RDR of the 3D hypergrid structure.
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Fig. 5. Workflow of HADF.
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of one sink node and several clusters. In each cluster, there are one CH and several SNs. HADF can be deployed in each cluster
with the coordination of CH and SNs as shown in Fig. 5. First, CH and SNs cooperate to complete the distributed learning
process, i.e., the lazy learning process within the cluster. Then, SNs perform hypergrid and statistical analysis based detectors
on periodically sampled data using the updated NP. After detection, SNs apply continuous learning to add the information of
new data into NP. Besides, normal data will be stored with probability in the local memory. SNs within one cluster repeat
step 2 to step 4 until one of SNs needs to update NP and sends the update request to the CH. Finally, a new round of the
distributed learning process begins. To release the impact of the data loss on the update, we can apply two underlying mech-
anisms: data recollection and packet retransmission mechanisms.
4.1. Distributed learning process

The distributed learning process of HADF in SN will be triggered when one of the following conditions is satisfied.

� The amount of data stored locally exceeds the predefined value.
� Data in the local buffer are all replaced by new data.

During the distributed learning process, some basic parameters of hypergrid structure are updated, among which the side
length, h, and the threshold, K, determine the performance sensitively. However, it is hard to obtain an optimal h, due to lack
of prior knowledge. In [35], an estimation interval of h is proposed by minimizing the mean integrated squared error of the
detection region. The interval of h can be calculated by Eq. (13), where q and n are the dimensions of feature space and map-
ping data size, respectively.
h 2 3
8


 �q 6q
Z


 � 1
qþ2

;
1
2


 �q 6q
Z


 � 1
q�2

" #
ð13Þ
Z ¼ n
Xq

i¼1

2qþ1p
q
2

� 
�1
ð14Þ
The threshold, K, is a standard to describe whether a test data is in a dense region or sparse. If data size N in the RDR of test
data is less than K, the data is abnormal. In [35], K can be approximately estimated by calculating the mean data size in the
detection region of training data. Let RDR xið Þj j be the number of data in the RDR of xi; the mean data size can be estimated as
Eq. (15). The rate, r, is applied to make the probability density function in hypergrid structure continued over the entire range
[35], where maxz and minz represent the maximal and minimal values of the training data in attribute z, respectively. The
parameter, h, is set as the maximum value in the distribution interval in Eq. (13). In a distributed manner, each SN works
out K�, and CH obtains the final K by averaging all of the K� from SNs.
K� ¼ r
s

Xs

i¼1

RDR xið Þj j ð15Þ
r ¼ NP�j jQq
z¼1dmaxz�minz

h e ð16Þ
K ¼ 1
m

Xm
i¼1

K�
i ð17Þ
The update of NP is similar to that in [35], which is coordinated by SNs and CH. The process of update is shown in Algo-
rithm 1.
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Algorithm 1. Distributed learning process.
56
1: while SN triggers update do

2: SN asks CH for update

3: CH broadcasts update command among its Cluster

4: Each SN sends its local statistical information to CH

5: CH gets a global statistical information, forms a hypergrid structure, and sends these parameters back to SNs

6: Each SN normalizes its local data, and gets local NP� and K�
7: CH merges all NP� and K�, and forms global NP and threshold K

8: end while
4.2. Detection and continuous learning process

After receiving the parameters of HADF from CH, each SN samples data periodically and performs detection according to
the new NP and K. The detection process includes two detectors: the hypergrid based detector and the statistical analysis
based detector. We assume that the ith SN SNið Þ samples a data vector xt ¼ xt1 ; . . . ; xti ; . . . ; xtq

� �
at time t, which is normalized

as yt ¼ yt1 ; . . . ; yti ; . . . ; ytq
h i

. SNimaps the data onto a hypercube Cu1 ;...;uq . The mean and standard deviation of the latest n data

are l ¼ l1; . . . ;li; . . . ;lq

h i
and r ¼ r1; . . . ;ri; . . . ;rq

� �
, respectively. Subsequently, data is tested by two detectors. The prop-

erty of hypergrid based detector is defined as follows.

Property 3. If there are more than K data in RDR of test data, the data is marked as normal by hypergrid based detector,
otherwise the data is marked as anomalous.

In practice, sensor readings have a precision error, p ¼ p1; . . . ; pi . . . ; pq

� �
, which can be found in sensor datasheet. To elim-

inate the influence of accuracy, the statistical analysis based detector calculates the absolute difference, di, between xti and
li, and compares the difference, di, with the accuracy, pi. Besides, di is also compared with 3ri. The detailed property is given
as follows.

Property 4. If the absolute difference, di, is less than pi or 3ri, the data is marked as normal by the statistical detector,
otherwise the data is marked as anomalous.

Combining the two detectors, we give the property of HADF as follows.

Property 5. Combining the different results of hypergrid based detector and statistical analysis based detector, r1 and r2, the
situations of test data, x, are diverse.
� If both r1 and r2 are true, then x is normal.
� If both r1 and r2 are false, then x is obviously abnormal.
� If r1 is true, but r2 is false, then x is marked as a contextual anomaly, which is detected as normal in the global data dis-
tribution but is a local fault.

� If r2 is true, but r1 is false, then concept drift has occurred if this situation continuously happens.

Those obvious anomalies in Fig. 1 (such as outlier faults and stuck-at faults) can be easily detected by hypergrid based
detector because they are far different from the normal data. In the meantime, the statistical analysis based detector can
be a lightweight method to detect the contextual and noisy anomalies.

During detection, we count the data size (S) in RDR of test data and record the amount of data bS� 

in RDR except the

hypercube, where the test data is mapped. Once the value of S is larger than K, counting stops. The continuous learning pro-

cess is influenced by bS, the result of the statistical analysis based detector (r2) and NP. Generally, for the data marked as nor-

mal by statistical analysis detector, if its mapped information is not recorded in NP, or its bS is larger, it will be recorded into
the NP with a higher weight. Although some low-intensity noisy data may be recorded by NP, their initial weights are small

and have little influence on the detection. The use of bS as the size of neighbor data, not S, is to reduce the likelihood that
continuous constant anomalies will be learned. Besides, we increase a probabilistic mechanism to further reduce the possi-
bility of anomalies being recorded. Finally, NP will be completely replaced at the next update.

Algorithm 2 details the procedure of detection and continuous learning process.
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Algorithm 2. Hypergrid and statistical analysis based detection and continous learning process.
ble 2
perimental datasets.

Datasets Data Type Node ID Anomaly rate (%)

IBRL Temperature, Humidity & Light 21, 22, 26 5
SensorScope (SS) Ambient temperature, Surface temperature & Humidity 12, 15, 17 5

57
Size

20,00
20,00
Input:

Normal profile, NP ¼ pos;weight½ �

The threshold of hypergrid based method, Kh i

The precision error of sensor reading, p ¼ p1; . . . ; pi . . . ; pq
1: repeat

2: SN samples a data xt

3: Normalizes test data xt

4: maps xt onto hypergrid structure Cu1 ;...;uq according to Eq. (4)
5: counts S and bS in RDR of Cu1 ;...;uq according to Eq. (9)

6: r1 ( gets Hypergrid based detector result according to Property 3

7: obtains mean l and standard deviation r of recent normal data

8: r2 ( gets Statistical analysis based detector result according to Property 4

9: result ( gets final detection result according to Property 5

10: if triggers continuous learning process then

11: if Cu1 ;...;uq 2 NP then
12: NP ( increases the weight of Cu1 ;...;uq in NP according to r2 and bS

13: else
14: initializes the weight w of Cu1 ;...;uq according to r2 and bS� �

15: NP ( adds Cu1 ;...;uq ;w into NP

16: end if

17: end if

18: until Next distributed learning process in Algorithm 1
4.3. Complexity analysis

The main computation overhead of HADF is spent on hypergrid and statistical analysis detectors. In the update process of
hypergrid based detector, a main complexity of O nlognð Þ is incurred at each SN for sorting all data coordinates nð Þ and form-
ing NP*. Meanwhile, CH requires a complexity of O uloguð Þ to sort all NP*, where u ¼ Pm

i¼1 NP�
i

�� ��. The detection process of

hypergrid based detector is incurred at SNs and yields a complexity of at least O logvð Þ and at most O 3q�1logv
� 


, where v
is the size of NP v < u � nð Þ, and q is the dimension of feature space. Additionally, HADF performs the statistical analysis
detector at SNs by comparing the measurement with statistical metrics (like mean, standard deviation) in each attribute,
which requires a complexity of O qð Þ; q is the dimension of feature space. Overall, HADF has a complexity of O nlognð Þ.

5. Experimental results

To evaluate our proposed HADF, we have conducted several experiments on two datasets. All the algorithms were imple-
mented using Python scripts, on a PC with a 2.6 GHz Intel(R) Core(TM) i7-1075H CPU, 16G memory, and the Windows10
operating system.

5.1. Datasets

The real-world datasets include Intel Berkeley Research Lab datasets [18] and SensorScope datasets [14,32], as shown in
Table 2.

The Intel Lab dataset was collected from 54 Mica2Dot sensors deployed in the Intel Berkeley Research Lab (IBRL) between
February 28th and April 5th, 2004. Each node collects humidity, temperature, light, and voltage values once every 31 s.
0
0
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SensorScope is an outdoor sensor network deployment project consisting of several deployments. Here we use the Lau-
sanne Urban Canopy Experiment (LUCE) deployment on the EPFL campus since July 2006. LUCE consists of 97 weather-
stations with sensors for sensing the environmental attributes once every 30 s such as ambient temperature, surface tem-
perature and relative humidity.

Most datasets in WSN are unlabeled and the cost of manually labelling a large amount of data is high. Also, few datasets
contain various types of anomalies to verify our methods. Therefore, some anomaly insertion methods have been applied to
address this issue [30,35]. In this paper, we also adopt anomaly insertion methods to verify our method. We adopt the same
assumption as in [6,30,32] that only a few sensors fail at the same time. First, we select the data interval with no obvious
anomalies in the original datasets. Then, in each trial of the experiments, the same as in [30,35], we randomly chose propor-
tional indices (5%) that contain the anomalous data. The samples at the indices are replaced by abnormal data generated by
certain methods. Due to the large variation (from 0 to 1,800) of light data in the IBRL dataset, the anomaly insertion methods
for light data are different from other types of data. The D of outlier faults in Eq. (1) obey a random distribution of (10, 50)
((1,000, 1,500) for light data). Stuck-at faults are simulated by continuous insertion of a constant value as shown in Eq. (2),
where the duration is set as 20 samples and the value of g is chosen from [90, 100] ([900, 1,000] for light data). Let l and r be
the mean and standard deviation of original data respectively. A random normal distribution function, N lþ c; k � rð Þ, is used
to generate noisy faults. In this paper, we set c ¼ 2 and k ¼ 1:5 (c ¼ 100 and k ¼ 1:5 for light data).

Considering multivariate anomalies, we further subdivide the types of anomalies according to the number of attributes
that are influenced by a certain fault. For example, Outlier(1) represents that one of the attributes is contaminated by outlier
fault at one moment, Noise(2) represents that two of the attributes are contaminated by noisy faults at one moment, and
Constant(3) represents that all three attributes are contaminated by stuck-at faults at one moment.

5.2. Accuracy metrics

For the two-class classification problem, the samples can be classified into four types: true positive (TP), true negative
(TN), false positive (FP) and false negative (FN). TP represents the volume of anomalies correctly labeled as abnormal. TN rep-
resents the volume of normal data correctly labeled as normal. FP denotes the volume of normal data wrongly labeled as
abnormal. And FN denotes the volume of anomalies wrongly labeled as normal. The following metrics are used to evaluate
the performance of HADF: FPR, Precision (P), Recall (R) and F1-score (F1).
FPR ¼ FP
TN þ FP

: ð18Þ

P ¼ TP
TP þ FP

: ð19Þ

R ¼ TP
TP þ FN

: ð20Þ

F1 ¼ 2 � P � R
P þ R

: ð21Þ
Considering both runtime and F1-score, we define a new metric w called comparative score as below:
w ¼ F1

time
� 100: ð22Þ
The higher value of w represents the better performance of the method.

5.3. Performance under different widths

According to Eq. (12), the average size of RDR increases exponentially with the size of w. We have adopted two optimiza-
tion strategies to reduce the computational complexity of hypergrid based detector:

� When the data is judged to be normal, the search will stop.
� The hypercube of the data map has the highest search priority.

For the nature of sensor data, adjacent data always have similar values. Therefore, those adjacent data are prone to be
mapped onto the same hypercube whose weight increases with the addition of normal data during the continuous learning
process. Once the weight is larger than the threshold, subsequent test data that mapped into the same hypercube will be
labeled as normal directly.

To obtain the appropriate value of w, we have studied the influence of different w values on both the detection perfor-
mance and the average searched hypercubes. IBRL is used in this experiment, and its data volume is 9,000, among which
the first 3,000 samples are pre-training data. The rest 6,000 data are test data that contain 300 outlier faults. Buffer size
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of the node is set to 3,000, and normal data is saved with a probability of 0.8. As shown in Fig. 3, the increase in width
expands the size of the detection region, which improves the detection accuracy at the expense of computing time. First,
we have taken 21 values from 0 to 1 by an interval of 0.05. From the result in Fig. 6(a), F1-score is increased with the width
w and reaches about 94.5% when w is between 0.8 and 1. Then, we have taken 21 values from 0.8 to 1 using an interval of
0.01. The value of the F1-score reaches the maximum when w is 0.87 in Fig. 6(b). Due to the continuous learning and detec-
tion mechanisms, the average number of the searched hypercubes is smaller than the average size of RDR. After comprehen-
sive consideration, we set the value of w as 0.87 in the following experiments.

5.4. Performance for detecting multiple types of data faults

In this subsection, we demonstrate the performance of HADF for detecting multiple anomalies. HGDB [35], HypGridE [10]
and KitNET [21] are used as counterpart methods. As shown in Fig. 7(a)–(c), HGDB is a basic distributed hypergird based
method, which is used as a benchmark, and HypGridE is an ensemble learning method that combines multiple HGDB detec-
tors to form a strong one by weighting all the results. The difference between HADF and the above two methods in detection
is that HADF applies not only a hypergrid based detector but also a statistical analysis detector. For the learning process as
shown in Fig. 7(d)–(f), both HGDB and HypGridE update their normal profile periodically. However, SN using HADF updates
its NP in two manners (the distributed learning process in the cluster and the continuous learning process at local). Addi-
tionally, we also compare HADF with a neural network method called KitNET. KitNET is an unsupervised, integration-
based anomaly detection method, and it uses an ensemble of neural networks called autoencoders to collectively differen-
tiate between normal and abnormal data. To evaluate the efficiency of continuous learning, we have improved the contin-
uous learning mechanism to form a new HGDB scheme and develop a new HGDBI method. The difference between HADF and
HGDBI is whether to use RDR.

All of the data in Table 2 are used for experiments, among which the first 10,000 samples of each node are training sets,
and the rest are test data that contains 500 anomalies (5%). KitNET has trained its model using all of the training data. The
buffer sizes of sensors in the four hypergrid based methods are set as 3,000; therefore they only use the last 3,000 data of
training data in each node to perform pre-training and relearn its model during detection. To ensure the reliability of the
results, each group of experiments has been repeated for 5 times, and we have taken the average value as the final result.

As shown in Figs. 8–13, the performance of each algorithm varies with the different types and sizes of anomalies. The
performance of the algorithm is increased with the increasing size of anomalies, except in a few cases for detecting the
stuck-at faults by HGDB and HypGridE, as shown in Figs. 9 and 12(a). The recall of the four hypergrid based methods for
outlier is higher than those of stuck-at faults and noisy faults. Due to the use of continuous learning method, HGDBI has
higher precision than HGDB. Moreover, comparing the performance of HADF and HGDBI, RDR used in HADF has higher
robust than improved L1 detection region used in HGDB. KitNET is sensitive to the number of anomalies, and its recall
increases with the increasing number of anomalies.

In Figs. 8–13(a), overall, the recall of five methods is increased with the increasing of the number of faults, since the
greater the number of anomalies, the measurement is farther away from the normal data. However, in Figs. 9 and 12(a),
the performance of HGDB and HypGridE for stuck-at faults is decreased with the increase of the size of faults. Because most
online anomaly detections require to dynamically update their normal profile. Therefore, the historical data may be stored
locally with probability for the next update. Unlike outlier and noisy faults, the stuck-at faults show continuous constant
values. As the number of stuck-at faults increases, their size that is stored randomly also increases, so it may lead to the for-
mation of a ‘‘normal” cluster in the training data and eventually affect the performance of the following models. Additionally,
we have tried to store only the data detected as normal, but both HGDB and HypGridE show a low precision. Storing only the
normal data would obliterate a large number of misjudged data, which result in an incomplete normal profile, and get a
worse result. HADF achieves a high precision because it adopts the strategy of preserving only normal data (Step 4 in
Fig. 5)) to avoid the influence of stuck-at faults anomalies on the new normal profile. KitNET is sensitive to the number
of faults. As the value and number of faults increase, the detection performance of KitNET changes significantly (except
for Figs. 10 and 13(a)). The value of stuck-at faults is greater than the other two types of faults, so they are easier to be
detected by KitNET for their higher anomaly scores. In Figs. 10 and 13(a), KitNET achieves a low recall (about 0.04 for IBRL
and 0.24 for SS) for detectings noisy faults when compared with other algorithms. Actually, there are many causes for the
above results. Firstly, there are fewer attributes in the data set, resulting in a small number of encoders; Secondly, the value
of the noisy faults is close to the data area of the training set, which results in a low anomaly score in the output layer. The
statistical analysis detector adopted by HADF effectively improves the detection accuracy of noisy anomalies.

In Figs. 8–13(b), due to the concept drift of the sensor data, HGDB achieves a high FPR (about 37.3% for IBRL, 29.2% for SS),
which results in a low precision. Although HypGridE has adopted ensemble HGDB detectors to form a strong one, it still has a
non-negligible FPR (about 13.6% for IBRL, 10.2% for SS); meanwhile, its recall is reduced. To relieve the influence of concept
drift, HGDBI and HADF adopt continuous learning method (Step 3 in Fig. 5) that effectively reduces FPR (HGDBI: about 19.1%
for IBRL, 12.6% for SS; HADF: about 0.70% for IBRL, 0.74% for SS) and improves the precision. The precision of KitNet is also
increased with the increasing of the number of faults. However, KitNet achieves lower precision than our scheme due to
more false positives caused by a fixed threshold. Besides, Low anomaly scores for noisy faults also result in low precision
of KitNet. Comparing the precision of HADF and HGDBI, the RDR used in HADF improves the robustness of our scheme
and significantly increases the precision.
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Fig. 6. Performance under different widths.

Fig. 7. The overview of three hypergrid based methods: (a), (b) and (c) are the detection processes of HGDB, HypGridE and HADF, respectively; (d), (e) and
(f) are the learning processes of HGDB, HypGridE and HADF, respectively.

Fig. 8. Performance of detecting outlier faults in IBRL.
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In Figs. 8–13(c), we compare the F1-score of different methods in terms of recall and precision. In Figs. 8 and 11(c), HADB
achieves the lowest score for detecting outliers and stuck-at faults due to its lowest precision. The scores of HGDB and Hyp-
GridE for stuck-at faults are decreased with the increasing number of faults, because of the formation of a false ‘normal’ clus-
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Fig. 9. Performance of detecting stuck-at faults in IBRL.

Fig. 10. Performance of detecting noisy faults in IBRL.

Fig. 11. Performance of detecting outlier faults in SS.
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ter in the learning process, as mentioned before. The bad detection rate of KitNET for noisy faults leads to the worse score in
Figs. 10 and 13(c). Overall, HADF outperforms other methods in the detection of various faults.
5.5. Scores of different algorithms

To obtain the scores of different algorithms using Eq. (22), we have recorded the average runtime of algorithms for dif-
ferent anomalies. HGDB, HGDBI, HypGridE and HADF update their NP and perform detection in a distributed fashion. Still,
the execution of the algorithm in the simulation is single-threaded so that the runtime is divided by the number of nodes.

The runtime costs of five methods for IBRL and SS datasets are shown in Tables 3 and 4, respectively. We can see from
Tables 3 and 4 that our proposed HADF and HGDBI spend a little more runtime than HGDB. However, the detection perfor-
mance (considering all of precision, F1 score and recall) of our HADF as shown in Figs. 8–13 is obviously more accurate;
HGDB is the fastest method but achieves the worst accuracy of fault detection. Our HADF consists of hypergrid detection
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Table 3
Average runtime for fault detection in IBRL (unit: second).

Number of faults HGDB HGDBI HypGridE KitNET HADF

Outlier Fault 1 23.40 27.19 137.79 41.88 28.34
2 23.29 27.36 139.34 42.14 28.24
3 23.20 26.99 139.71 41.77 28.09

Stuck-at Faults 1 22.64 26.94 130.02 41.66 28.08
2 22.47 27.04 123.96 41.78 28.16
3 22.27 26.81 120.12 42.46 28.16

Noisy Faults 1 23.29 27.15 134.20 41.38 28.42
2 23.51 27.40 137.18 41.26 28.56
3 23.88 27.49 139.96 41.44 28.61

Table 4
Average runtime for fault detection in SS (Unit: second).

Number of faults HGDB HGDBI HypGridE KitNET HADF

Outlier Fault 1 24.49 28.78 135.51 42.22 29.28
2 24.10 28.72 128.03 41.74 29.38
3 23.77 28.55 122.36 41.74 29.34

Stuck-at Faults 1 23.64 28.58 127.90 41.70 29.43
2 23.42 28.53 119.62 41.76 29.44
3 23.56 28.41 113.18 41.83 29.35

Noisy Faults 1 25.22 28.52 137.37 42.13 29.80
2 25.18 28.61 134.43 42.10 29.71
3 24.97 28.84 130.26 41.75 29.84

Fig. 12. Performance of detecting stuck-at faults in SS.

Fig. 13. Performance of detecting noisy faults in SS.
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process and statistical analysis step, so it spends a little more time than HGDB. By improving HGDB, our proposed HGDBI is
used to evaluate the efficiency of the robust detection region (RDR). Using a RDR, HADF has a complexity at most

O 3q�1logv
� 


for each data detection, and HGDBI uses the improved detection region in [35], which has complexity at most
62



Fig. 14. Comparative scores for fault detection in IBRL (a: for Outlers b: for Stuck-at Faults c: for Noisy Faults).

Fig. 15. Comparative scores for fault detection in SS (a: for Outlers b: for Stuck-at Faults c: for Noisy Faults).
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O 2q�1logv
� 


for each data detection. Meanwhile, the runtime of HADF is significantly less than HypGridE and KitNET. This is

because HypGridE is an ensemble method, and its runtime increases linearly with the number of detectors, while KitNET
needs massive data to train its auto-encoders.

Note that because of the same size of two datasets, the time costs in Table 4 are approximately the same as that in Table 3.
Additionally, since the data distribution of SS is slightly sparser than that of IBRL, the four hypergrid based methods need to
spend a little more time for searching the detection regions in NP.

We use comparative score wð Þ to evaluate the overall performance of the algorithms, and the results are shown in Figs. 14
and 15.

As shown in Fig. 14, the comparative scores of five methods for IBRL vary with the type and size of anomalies. Overall, the
scores increase with the increasing number of faults, except in a few cases for detecting the stuck-at faults by HGDB and
HypGridE. As mentioned before, stuck-at faults form a ’normal’ cluster in the learning process, which causes a low precision
for those faults in the following detection. From the results, although HGDB had the least running time in Table 3, its poor
detection performance results in a low score (about 0.92 for outliers, 0.64 for stuck-at faults, and 0.65 for noisy faults). Hyp-
GridE takes several times more calculation time than other methods, so its comparative score is the worst/lowest (about 0.25
for outliers, 0.20 for stuck-at faults, and 0.19 for noisy faults). The detection accuracy of KitNET for noisy faults is low, which
also leads to a bad result (about 0.13). HGDBI has a similar runtime with HADF, but its lower precision causes a lower score
(about 1.22 for outliers, 1.19 for stuck-at faults, and 1.44 for noisy faults) than HADF. So, HADF outperforms other counter-
part methods in detecting various anomalies.

The comparative scorces of five methods for SS are shown in Fig. 15. The results in Fig. 15 are similar with those in Fig. 14,
and HADF also shows a better performance than other counterpart methods.

In summary, we can get three strategies from the experimental study to help achieve better performance for detecting
multiple anomalies from WSNs. First, the distributed online anomaly detection methods for WSNs need to consider the pos-
sible concept drift of sensing data. Otherwise, it may result in low precision. Second, for some lazy-learning methods, if they
adopt the strategy of random storage to store historical data, it is necessary to consider the impact of stuck-at faults. Espe-
cially for those distance-based detection methods, stuck-at faults may form a ‘normal’ cluster, which will result in low pre-
cision for this kind of anomalies. Third, the performance of the methods may vary with the change of the types and sizes of
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anomalies. Therefore, we can obtain a comprehensive performance of the methods by verifying them for different types and
sizes of anomalies that may occur in certain filed.

6. Conclusion

In this paper, a Hypergrid based Adaptive Detection of Faults (HADF) method for detecting multiple data faults in WSNs
was proposed, which applied the hypergrid and statistical analysis based detectors to detect three types of data faults. Par-
ticularly, we redefined a robust L1 detection region for hypergrid based detector, so that HADF was more robust than those
methods using the other two kinds of improved L1 detection regions. Furthermore, a continuous learning mechanism was
adopted to reduce the influence of concept drift in sensor data. Extensive experiments on two real-world datasets had
demonstrated that HADF performed better than three counterpart methods in terms of accuracy and comparative score
(F1-score/runtime).
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